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Abstract—U-UV structural coding with algebraic component
codes can provide competent error-correction performance in the
short-to-medium length regime. Constituted by BCH component
codes and its ordered statistics decoding (OSD), the successive
cancellation list (SCL) decoding of U-UV codes can outperform
that of cyclic redundancy check (CRC)-polar codes. However,
this list decoding complexity becomes formidable as the decoding
output list size L increases. This paper proposes the list pruning
techniques for reducing the SCL complexity. It eliminates the
unpromising decoding paths, in an effort to reduce redundant
decoding operations. We show that this can be realized through
either estimating the a posterior probability (APP) of a decoding
path, or estimating the dynamic performance loss. Subsequently,
two list decoding schemes are proposed for U-UV codes. Our
simulation results show that they can both effectively reduce
the SCL decoding complexity of U-UV codes with marginal
performance loss.

Index Terms—List pruning, reduced complexity, successive
cancellation list decoding, U-UV codes

I. INTRODUCTION

Future communications require ultra low-latency informa-
tion recovery, for which the short-to-medium length channel
codes will play an important role. However, the capacity-
approaching feature of modern codes, such as turbo codes
[1], low-density parity-check (LDPC) codes [2] and polar
codes [3], is realized based on a large codeword length. They
inevitably inherit a large decoding latency. In the short-to-
medium length regime, BCH codes, tail-biting convolutional
codes, cyclic redundancy check (CRC)-polar codes, and the
more recent polarization adjusted convolutional (PAC) codes
[4] are known to be the competent coding schemes [5]. U-UV
structural codes were recently proposed as another competent
candidate [6]. It is constructed by a number of small algebraic
component codes through the (U |U + V) structure, where the
U codes and V codes are component codes. The (U |U + V)
structure is also known as the Plotkin structure [7]. By spec-
ifying the component codes, this structural code is also seen
as the generalized concatenated codes (GCC) [8]–[10], where
the inner codes are polar codes. This structural coding also
results in a number of subchannels with polarized capacities.
Note the channel polarization is realized when most of the
subchannel capacities reach either 1 or 0. Consequently, the
component code rates can be designed based on the subchannel
capacities. It has been shown in [6] that employing the BCH
component codes and its ordered statistics decoding (OSD)

[11], the successive cancellation list (SCL) decoding of U-UV
codes can substantially outperform that of CRC-polar codes.

The SCL decoding complexity of U-UV codes is dominated
by the component codes’ OSD. Its list decoding feature also
implies a high decoding complexity [6]. The low complexity
OSD variants can be employed to reduce the component code
decoding complexity, e.g., the box-and-match algorithm [12]
[8] and the hybrid OSD [13] can both be employed. On the
other hand, avoiding the expansion of the unpromising SCL
decoding paths is another approach to realize the complexity
reduction. This so called path pruning technique has been
explored in SCL decoding of polar codes [14]–[18].

In this paper, the list pruning techniques are proposed
to reduce the SCL decoding complexity for U-UV codes.
Eliminating the unpromising SCL decoding paths can result
in a considerable complexity reduction. We show that this can
be realized through either estimating the a posterior proba-
bility (APP) of a decoding path, or estimating the dynamic
performance loss. Subsequently, two list pruning schemes are
introduced for U-UV codes. Performance loss of the pruning
schemes is analyzed, which sheds light on the determination
of the pruning thresholds. Our simulation results show that
the proposed pruning schemes can both effectively reduce the
SCL decoding complexity of U-UV codes with a marginal
performance loss.

II. PRELIMINARIES

This section introduces the U-UV code construction using
BCH component codes. The SCL decoding of the U-UV codes
is also introduced.

A. U-UV Code Construction
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Fig. 1. Recursive construction of an h-level U-UV code.

Let U code and V code be two linear block codes of length
n with dimensions kU and kV, respectively. A U-UV code of
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length 2n and dimension kU + kV can be constructed by [7]

{(cU | cU + cV); cU ∈ CU and cV ∈ CV}, (1)

where CU and CV denote the codebooks of the U code and the
V code, respectively, and cU and cV are their codewords. In
this work, the above U code and V code are two binary primi-
tive BCH codes. This construction can be extended recursively
by involving more BCH component codes, resulting in a U-
UV code with a larger level of construction. Fig. 1 illustrates
the construction of an h-level U-UV code. At level 0, there
are γ = 2h BCH component codes of length n. This h-level
construction yields a U-UV codeword of length N = γn.

This U-UV code construction results in γ subchannels with
polarized capacities at level 0, which convey the component
codes. By specifying the component codes, the U-UV code
can also be seen as a GCC with inner polar codes [8]–[10].
Fig. 2 shows the GCC interpretation. In particular, let C(i)

and c(i) = (c
(i)
0 , c

(i)
1 , ..., c

(i)
n−1) denote the ith BCH component

code and its codeword, respectively, where i = 0, 1, ..., γ −
1. The inner codes are n polar codes of length γ. Input of
the jth polar encoder will be the jth codeword symbol of
all BCH component codes, i.e., c′j = (c

(0)
j , c

(1)
j , ..., c

(γ−1)
j ),

where j = 0, 1, ..., n− 1. The U-UV codeword v is obtained
by cascading the output of the n polar encoders, i.e., v =
(v0, v1, ..., vγ−1, ..., vN−γ , vN−γ+1, ..., vN−1).
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Fig. 2. GCC interpretation of a U-UV code.

B. SCL Decoding of U-UV Codes

The SCL decoding of U-UV codes can also be illustrated
under the GCC paradigm of Fig. 2. Assume that a U-UV
codeword v of length N is transmitted over the additive
white Gaussian noise (AWGN) channel using BPSK. Let
y = (y0, y1, ..., yN−1) denote the received symbol sequence
and L = (L0,L1, ...,LN−1) denote the corresponding log-
likelihood ratio (LLR) sequence with entries defined as

Ls = ln
P (ys | vs = 0)

P (ys | vs = 1)
. (2)

where s = 0, 1, ..., N − 1. In the decoding, the LLR sequence
will be equally partitioned into n subsequences, which are
the input of the n successive cancellation (SC) decoders. The
SC decoders can function in parallel and estimate the LLR of
their input symbols [3]. Once the ith input symbol LLRs of
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Fig. 3. Path expansion of SCL decoding.

all inner polar codes have been produced, they are collected to
form an LLR sequence L(i) = (L(i)

0 ,L(i)
1 , ...,L(i)

n−1), which is
the decoder input of the ith component code. The BCH com-
ponent codes are decoded by OSD successively. To assess the
reliability of the BCH codeword estimations, the correlation
distance between the input symbol LLR sequence L(i) and
the ith BCH codeword estimation ĉ(i) = (ĉ

(i)
0 , ĉ

(i)
1 , ..., ĉ

(i)
n−1)

is defined as

λ(L(i), ĉ(i)) =
∑

j:(1−2ĉ
(i)
j )·L(i)

j <0

∣∣∣L(i)
j

∣∣∣ . (3)

A smaller correlation distance indicates the decoding estima-
tion is more reliable. In SCL decoding of a U-UV code, the L
most reliable estimations will be preserved. Such estimations
will be fed back to the n inner SC decoders to estimate their
subsequent input symbol LLRs. The decoding path expansion
can be illustrated by the SCL decoding tree as shown in Fig. 3.
In the tree, each layer corresponds to a BCH component code
and nodes of the layer represent its estimations. Path expansion
will be performed each time after a BCH component code
is decoded. Each existing path can emancipate into multiple
different paths. The number of decoding paths naturally grows
exponentially as more component codes are decoded. In order
to curb the also growing decoding complexity, after a com-
ponent codes is decoded, only the L most reliable expanded
paths will be preserved. For this, the decoding path metric
can be defined based on the accumulated correlation distance
(ACD) as [6]

Λ(i) =

i∑
i′=0

λ(ĉ(i′),L(i′))

=

i∑
i′=0

 ∑
j:(1−2ĉ

(i′)
j )·L(i′)

j <0

∣∣∣L(i′)
j

∣∣∣
 . (4)

It indicates the reliability of a decoding path that reaches layer
i as shown in Fig. 3. Similarly, a smaller Λ(i) indicates the
corresponding decoding path is more reliable. Further let

L(i) = {Λ(i)
l | l = 1, 2, ..., L} (5)

denote the set of the L smallest ACDs at layer i and they are
ordered as

Λ
(i)
1 ≤ Λ

(i)
2 ≤ · · · ≤ Λ

(i)
L . (6)
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Note that each Λ
(i)
l in L(i) uniquely corresponds to a candidate

path that starts from an estimation of ĉ(0). Hence, L(i) also
denotes the decoding output list at layer i. After decoding C(i),
the corresponding BCH codeword estimation ĉ(i) will be fed
back into the n SC decoders to further update the decoding
LLR. The SC decoders and OSD decoders exchange their
decoding output until all BCH component codes are decoded.
At the end, the U-UV codeword estimation that corresponds to
the smallest path metric Λ

(γ−1)
1 will be chosen as the decoding

output v̂.

III. PRUNING BASED ON NORMALIZED ACCUMULATED
APP

This section reinterprets the decoding path metric of the U-
UV codes from the perspective of APP. The normalized APP
of the candidate path is further introduced as the probability of
the path being the correct path. Subsequently, the list pruning
scheme based on normalized accumulated APP is proposed.

A. Normalized Decoding Path APP

The SCL decoding path metric, which is defined as the ACD
as in (4), can be utilized to determine the APP of the path.
In decoding a U-UV code, the estimations from the OSD
decoders will be fed back into the n SC decoders. Hence,
the path metric Λ(i) of (4) can be seen as the sum of the
path metrics of n SC decoding paths. Based on the OSD
estimations, the path metric of the jth SC decoder at layer
i can be calculated as [19]

M(ĉ
′(i)
j ) = − lnP (ĉ

′(i)
j |yj)

=

i∑
i′=0

ln(1 + e−(1−2ĉ
(i′)
j )L(i′)

j )

≈
∑

i′: (1−2ĉ
(i′)
j )L(i′)

j <0

|L(i′)
j |, (7)

where ĉ
′(i)
j = (ĉ

(0)
j , ĉ

(1)
j , ..., ĉ

(i)
j ) and yj = (yjγ , yjγ+1, ...,

yjγ+γ−1). Hence, the decoding path metric defined in (4) can
be further written as

Λ(i) =

n−1∑
j=0

M(ĉ
′(i)
j )

= −
n−1∑
j=0

lnP (ĉ
′(i)
j |yj)

= − ln

n−1∏
j=0

P (ĉ
′(i)
j |yj)


= − lnP (û(i)|y), (8)

where û(i) = (ĉ(0), ĉ(1), ..., ĉ(i)) is the corresponding code-
word estimation of the decoding path. Let û(i)

l denote the lth
candidate path at layer i. The APP of the decoding path û

(i)
l

can be approximated by

P (û
(i)
l |y) = e−Λ

(i)
l . (9)

By assuming that the correct decoding path is still preserved
in the list L(i), the probability of û

(i)
l being the correct path

can be estimated by the normalized APP as

P
(i)
l =

P (û
(i)
l |y)∑L

l′=1 P (û
(i)
l′ |y)

=
e−Λ

(i)
l∑L

l′=1 e
−Λ

(i)

l′
. (10)

The decoding path with a small normalized APP indicates it
is not likely to be the correct path. Hence, it can be pruned.
This normalized APP can also be approximately regarded as
the performance loss that is incurred by pruning the path û

(i)
l .

Based on (6), it can be seen that

P
(i)
1 ≥ P (i)

2 ≥ · · · ≥ P (i)
L . (11)

B. Pruning Scheme I

Unlike the pruning scheme of [14] that only considers the
most reliable candidate path metric as the pruning benchmark,
the above introduced normalized decoding path APP is uti-
lized. It considers all the decoding paths in the output list
L(i).

Let T (i)
l denote the normalized accumulated APP of the lth

candidate path at layer i. With the output list L(i), T (i)
l is

defined as

T (i)
l =

l∑
l′=1

P
(i)
l′ , (12)

and 0 < T (i)
l ≤ 1. It further indicates the probability of the

correct path being contained in the l most reliable candidates
of L(i). When T (i)

l is sufficiently large, the correct path would
have a high probability of being contained in these l candidate
paths. Consequently, the candidate paths with ordered indices
greater than l can be pruned. This analysis leads to the
following pruning scheme.

Pruning Scheme I: Let t denote the pruning threshold of
normalized accumulated APP, and 0 ≤ t < 1. With the output
list L(i), let l(i)min denote the smallest index of the candidate
path that satisfies

l
(i)
min = arg min{ l | T (i)

l ≥ 1− t}. (13)

The candidate paths with the index l > l
(i)
min will be pruned

from L(i), yielding an updated output list as

L̃(i) = {Λ(i)
l | Λ

(i)
l ∈ L(i), l ≤ l(i)min}, (14)

and 1 ≤ |L̃(i)| ≤ L. Note that the list pruning does not need
to be applied after decoding the last component code C(γ−1).

Performance loss of the above pruning scheme I is fur-
ther analyzed, which sheds light of the determination of the
threshold t. Let E denote the event that the correct path is
preserved in the final list but it does not have the smallest path
metric. Further let C denote the event that the correct path is
lost during the decoding, where its complementary event is
denoted by Cc. With the decoding output list size L and the
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pruning threshold t, the decoding error probability Pe(L, t)
can be determined by

Pe(L, t) = PL,t(E|Cc)PL,t(Cc) + PL,t(C), (15)

where PL,t(·) denotes the probability of a decoding event
under the decoding parameters of L and t. Furthermore, let
Ci denote the event that the correct path is not lost until
decoding C(i). With γ component codes, PL,t(C) can be
further decomposed as

PL,t(C) =

γ−1∑
i=0

PL,t(Ci)

=

γ−1∑
i=0

[PL(Mi) + PL,t(Ni|Mc
i )PL(Mc

i )], (16)

where Mi and Ni denote the events that the correct path
is not preserved in L(i) and L̃(i), respectively, and PL(·) is
the probability of a decoding event which is only determined
by parameter L. When t = 0, this pruning scheme is equiv-
alent to the initial SCL decoding without list pruning, and
PL,0(Ni|Mc

i ) = 0. Hence, the decoding performance loss can
be upper bounded by

Ploss = Pe(L, t)− Pe(L, 0)

= PL,t(E|Cc)PL,t(Cc)− PL,0(E|Cc)PL,0(Cc)

+

γ−1∑
i=0

PL,t(Ni|Mc
i )PL(Mc

i )

≤
γ−1∑
i=0

PL,t(Ni|Mc
i )PL(Mc

i )

≤
γ−1∑
i=0

PL,t(Ni|Mc
i ). (17)

Note that the first inequality comes from the fact that
PL,t(Cc) ≤ PL,0(Cc) and PL,t(E|Cc) ≈ PL,0(E|Cc). Hence,
PL,t(E|Cc)PL,t(Cc)− PL,0(E|Cc)PL,0(Cc) ≤ 0.

Fig. 4 illustrates the list pruning process, in which the
yellow bars denote the pruned decoding paths and the white
bars denote the reserved paths in L̃(i). Assume that the correct
path is contained in L(0), i.e., PL(Mc

0) = 1. At layer 0, we
have PL,t(N c

0 |Mc
0) = 1 − t and PL,t(N0|Mc

0) = t. When
i > 0,

PL,t(N c
i |Mc

i ) ≈ (1− t) · PL,t(N c
i−1|Mc

i−1)

= (1− t)i+1, (18)

and PL,t(Ni|Mc
i ) can be approximately estimated by

PL,t(Ni|Mc
i ) ≈ t · PL,t(N c

i−1|Mc
i−1)

= t(1− t)i. (19)

Since the list pruning does not need to be applied at the last
layer, PL,t(Nγ−1|Mc

γ−1) = 0. Hence, based on (17), the total
performance loss can be further estimated by

Ploss ≤
γ−2∑
i=0

t(1− t)i. (20)

Given a tolerable performance loss as Ploss, the pruning
threshold t can be determined by (20).

IV. PRUNING BASED ON PERFORMANCE LOSS
ESTIMATION

The normalized APP of (10) can be approximately seen
as the performance loss that is caused by pruning the path
[16]. The list pruning can in return be performed based on a
dynamic threshold for controlling the performance loss.

A. Performance Loss Estimation

Let λi denote the variable of the correlation distance that
is produced by the OSD of C(i). Assuming the branch metric
λi is Gaussian distributed with λi ∼ N (µλi , σ

2
λi

) [20] [21],
its lower bound Υi can be estimated through

1√
2πσλi

∫ ∞
Υi

e
−

(λi−µλi )
2

2σ2
λi dλi = 1− θ, (21)

where θ ∈ (0, 1). Therefore, the correlation distance lower
bound Υi of C(i) can be obtained ahead of its decoding.

At layer i, we consider that only the pruned paths which
can be preserved in L(i+1) will cause performance loss. Let
Γ(i) denote the index set of the pruned paths at layer i whose
path metric lower bounds at layer i + 1 are smaller than the
largest path metric in L(i+1), i.e.,

Γ(i) = {l |Λ(i)
l + Υi+1 ≤ Λ

(i+1)
L , l ≥ ζ(i)

min}, (22)

where ζ(i)
min denotes the smallest index of the pruned paths at

layer i. It is assumed that only the pruned paths with indices in
Γ(i) would cause a performance loss. Hence, the performance
loss that is introduced at layer i can be estimated based on the
normalized APP of the pruned paths, i.e.,

P
(i)
loss ≤

∑
l∈Γ(i)

P
(i)
l . (23)

B. Pruning Scheme II

Based on the above performance loss estimation, we can
prune the decoding paths that would cause an estiamted
performance loss. This list pruning scheme is presented as
the follows.

Pruning Scheme II: Given a pruning threshold Ptol as a
tolerable performance loss that is introduced by list pruning.
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With L(i), the path index ζ(i)
min should satisfy

L∑
l=ζ

(i)
min

P
(i)
l ≤ Ptol −

i−1∑
i′=0

P
(i′)
loss . (24)

Then, the candidate paths with index l ≥ ζ(i)
min will be pruned,

yielding a set of the decoding paths to be pruned that is
denoted by their path metrics as

L(i)
p = {Λ(i)

l | l ≥ ζ
(i)
min}. (25)

Compared with the list pruning scheme for polar codes
of [16], this proposed scheme for U-UV codes utilizes the
probability distribution function about the correlation distance
of OSD output to derive the path metric lower bound. It also
simplifies the update of performance loss estimation, resulting
in a reduced complexity SCL decoding for U-UV codes.

V. SIMULATION RESULTS

In this section, decoding performance of the two proposed
list pruning schemes will be analyzed via simulation. Their
decoding complexity will also be compared with the original
SCL decoding. The simulated 3-level (504, 288) U-UV code
is formed by the (63, 57), (63, 57), (63, 51), (63, 30), (63, 51),
(63, 24), (63, 18) and (63, 0) binary primitive BCH codes. The
OSD orders of the BCH codes are chosen to enable their near
ML decoding performances. In particular, τ = 1, 1, 1, 3, 1, 3,
3 and 0 for the BCH codes, respectively. The parameters of the
Gaussian distribution in (21), i.e., µλi and σ2

λi
, are calculated

according to [21]. Moreover, the correlation distance lower
bounds Υi are obatained with θ = 10−4.

A. Decoding Performance

Fig. 5 shows the frame error rate (FER) performance of the
(504, 288) U-UV code using different list pruning schemes.
The SCL decoding functions with L = 16. We also provide
performance of the list pruning scheme [16] in decoding the
U-UV code as a comparison benchmark. Its path metric lower
bound is also determined based on Υi as in (21). Note that the
thresholds Ptol of the pruning scheme II and [16] are set the
same as Ploss of the pruning scheme I as in (17). Fig. 5 shows
that under a same performance loss estimation, the proposed
scheme II performs similarly as the scheme of [16], and the
proposed scheme I can yield a better performance than the
other two with t = 1×10−2. However, their performance gap
becomes smaller as the performance loss estimation reduces.

Fig. 6 further compares the FER performance deterioration
of the two proposed pruning schemes. It shows that in compar-
ison with the performance loss estimation, pruning scheme II
performs close to the estimation. Moreover, it can be seen that
the performance loss estimation is more accurate at the low
signal noise ratio (SNR) regime. Our research has observed
that at the high SNR regime, the correct decoding path has
an extremely small path metric. Consequently, the normalized
APPs of the other candidate paths are marginal, leading to the
actual performance loss much smaller than estimation. Note
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Fig. 5. SCL decoding performance of the (504, 288) U-UV code with L=16.
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Fig. 6. FER performance deterioration comparison of the proposed list
pruning schemes.

that the FER performance deterioration of the pruning scheme
of [16] is almost the same as that of pruning scheme II.

B. Decoding Complexity

Table I shows the average decoding output list size for
SCL decoding the (504, 288) U-UV code under different
pruning schemes with L = 16. Fig. 7 further compares the
average computational complexity of above mentioned pruning
schemes, which are measured as the amount of floating point
operations (FLOPs) and binary operations (BOPs) in decoding
a codeword, respectively. Our simulation results show that
both of the proposed pruning schemes can significantly reduce
the SCL decoding complexity. At the high SNR regime, the
complexity can be reduced by 80% ∼ 90% over the initial
SCL decoding [6]. The amount of BOPs converges to that
of SC decoding. However, since the extra APP calculation is
required, the amount of FLOPs cannot converge to that of SC
decoding. In particular, with t = 1×10−2 and Ptol = 6×10−2,
pruning scheme I produces a similar decoding complexity as
the pruning scheme of [16] at the high SNR regime. But it can
yield a slightly better performance. Furthermore, the average
decoding output list size of pruning scheme II is similar to
that of [16]. Both Figs. 5 and 7 show that it also yields
a similar decoding performance, but with lower complexity
than the scheme of [16]. This is due to pruning scheme II
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TABLE I
AVERAGE LIST SIZE FOR DECODING THE (504,288) U-UV CODE UNDER DIFFERENT PRUNING SCHEMES WITH L = 16

SNR Pruning Scheme I Pruning Scheme II Scheme of [16]
t = 1e-3 t = 1e-4 Ptol = 6e-3 Ptol = 6e-4 Ptol = 6e-3 Ptol = 6e-4

1.0 10.05 12.06 10.47 12.52 10.32 12.26
1.5 4.74 6.79 5.57 7.63 5.22 7.25
2.0 1.87 2.61 2.19 3.14 2.13 2.95
2.5 1.10 1.24 1.21 1.41 1.21 1.39
3.0 1.01 1.02 1.04 1.07 1.04 1.07
3.5 1.00 1.00 1.01 1.01 1.01 1.01
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Fig. 7. Decoding complexity of (504, 288) U-UV code under different
decoding schemes.

simplifies the update of performance loss estimation. It should
also be pointed out that this simplification leads to a lower
storage complexity than that of [16], since it needs to store less
information of the pruned paths. When the performance loss
estimation is sufficiently small, both of the proposed pruning
schemes can reduce the decoding complexity with negligible
performance loss.

VI. CONCLUSION

In this paper, two list pruning schemes have been proposed
for SCL decoding of U-UV codes. With the decoding APP
of the candidate paths, pruning scheme I eliminates the un-
promising candidate paths based on a predetermined threshold
of the normalized accumulated APPs. Pruning scheme II
eliminates the redundant candidate paths based on dynamic
performance loss estimation. Performance loss of the pruning
schemes has been analyzed. Our simulation results have shown
that the proposed pruning schemes can efficiently reduce the
SCL decoding complexity of U-UV codes with negligible
performance loss.
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